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Abstract : The interior decor planning industry has been seeing increase in demand in the interior industry.The 

applications of Augmented Reality could potentially transform this industry by making it more convenient for consumers 

to plan their home and office interiors in their own time on their phone or system. This application would help in 

designing and planning the floor space virtually with a range of options available for selection in real-time mode. The 

implemented system works by using not just the images captured by the camera on the device, rather by using the 

orientation of the camera with respect to the ground plane that has to be detected. This gives a more realistic view for 

the consumer to judge their fit efficiently with the dimensions of items, and save the manual work of moving furniture. 

The implemented system is evaluated for its deployment time for various models and performance under different 

distances. 
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1.     INTRODUCTION 

Augmented reality (AR) is an interactive experience of a real-world environment where the objects that reside 

within the world are enhanced by computer-generated perceptual information, sometimes across multiple sensory 

modalities, including visual, auditory, haptic, somatosensory, and olfactory. AR can be defined as a system that fulfills 

three basic features: a combination of real and virtual worlds, real-time interaction, and accurate 3D registration of 

virtual and real objects. The overlaid sensory information can be constructive (i.e. additive to the natural environment), 

or destructive (i.e. masking of the natural environment). This experience is seamlessly interwoven with the physical 

world such that it is perceived as an immersive aspect of the real environment. In this way, augmented reality alters 

one's ongoing perception of a real-world environment, whereas virtual reality completely replaces the user's real-world 

environment with a simulated one. 
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Augmented reality is said to 2 largely synonymous terms: mixed reality and computer-mediated reality.The primary 

value of augmented reality is that the manner during which components of the digital world blend into an individual's 

perception of the important world, not as an easy display of data, but through the mixing of immersive sensations, 

which are perceived as natural parts of an environment. The earliest functional AR systems that provided immersive 

mixed reality experiences for users were invented in the early 1990s, starting with the Virtual Fixtures system 

developed at the U.S. Air Force's Armstrong Laboratory in 1992. Commercial augmented reality experiences were first 

introduced in entertainment and gaming businesses. Subsequently, augmented reality applications have spanned 

commercial industries like education, communications, medicine, and entertainment. In education, the content may be 

accessed by scanning or viewing an image with a mobile device or by using markerless AR techniques. 
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FIG : 1.1 
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2.    METHODOLOGY 
 

 

FIG 2.1 
 

Application works as follows: 

 

1. A video of the real world is captured by the camera and sent to the application. 

2. Application searches through each video frame for any distinct features in the image or a marker. 

3. If the features are detected, the position of the camera is decided with respect to the marker. 

4. The position of the camera is known and a computer model is drawn from the marker coordinates. 

5. This furniture model is overlaid on top of the video of the real world and it is linked to a particular marker 

6. The final arrangement is shown back in the camera feed. The user sees objects overlaid on the real scene. 
7. Real time video feed is captured and given to the camera. The markers are selected by the user and objects are 

linked to it. Upon detection of markers, objects are rendered on it. 

8. The objects can be moved, rotated and changed by the user in real time and finally placed at the appropriate 

position. 
 

The Data module consists of the markers and the 3D objects required for the use of the application.The Position 

tracker and orientation tracker finds the coordinates of the marker. The tracker data routine contains coordinates for the 

3D objects which the user selects from a furniture database.OpenGL renderer renders the 3D furniture and the users 

interact with the selected furniture using the interaction routine which is displayed to the user through the internal 

camera of the device in real time. The system block diagram in figure 4 consists of two modulesthe data module and 

display module. The data model contains markers and objects whereas the display module consists of a camera and 

various sub modules which are useful for marker detection, object rendering, object tracking and object transformation. 
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3.    IMPLEMENTATION 

 

 

FIG 3.1 
 

1. First the user downloads and prints the markers from the interface. The size of the marker may vary depending on 

the area of the room and the nature of objects which overlays. 

2. The user launches the application and places the marker in the appropriate position near the 

3. area which he wants the object to render. Every marker is correlated with objects and stored in the application 

internally. 

4. The next step is furniture arrangement. Objects are rendered on the marker and can be viewed to the user in real 

time. 

5. The furniture set is shown to the user. Furniture which the user does not want to appear in 

6. the scene can be removed by simply sliding the image out of the scene. 

7. First, On the marker coordinates the objects are rendered. The user can manually manipulate the objects. Dragging 

the object will change the position of the object. 

 
 
 

FIG 3.2                                                                   FIG 3.3 
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4.      CONCLUSION 

 

By the end we will digitally overlay images onto the physical word using a phone or tablet.Colour Configurator – 

whether it’s the walls, furniture, or even cushions, all colours can be edited in order to choose the right scheme for 

the interior Placement – place products anywhere in a room to see how it best fits. Easily move objects around, add, 

delete or alter them to suit .Multiple proposals – To present a number of options it is possible for clients to utilize 

due to the nature of the software coupled with the speed of use.. Share Designs – the software is usually on a device 

with internet access. This  meansdesign/concepts etc can easily be shared with colleagues and clients at the click of 

a button Project speed – By creating a very “real” picture of a design AR can really help speed up projects. This not 

only means it is quicker to build but also approvals and sign offs are increased and quicker 
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